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• We want to predict/assign a class label for some data point
• For example, diagnosis or outcome

• Many machine learning methods exist to achieve this

Tabular Classification Problems



• Requires coding knowledge/expertise
• Some models may be computationally expensive
• Class labels can be imbalanced

• Model will be biased towards majority class

• Little interpretability of results
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• CLASSify- a web-based tool for machine learning
• Easily train and evaluate models with no coding experience

• Class labels can be balanced with synthetically-generated data
• Interpretability provided through SHAP scores

• Explanations of each feature and their impact on the model’s output

Solution



• Built to work with any tabular dataset in a .csv format
• Can be binary or multiclass
• Little preprocessing is required

CLASSify- Setup



Ten different classification machine learning models are 
provided

• Random Forest
• Gradient Boosting
• Histogram-based Gradient Boosting
• XGBoost
• Bagging
• Logistic Regression
• SGD Classifier
• K-Nearest Neighbors
• Multi-layer Perceptron
• TabPFN

CLASSify- Machine Learning



• Common ensemble machine learning algorithm
• Subsets of data are split and used to train separate decision trees
• Each decision tree predicts an output, and the majority class is chosen
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• Similar to random forest, but builds trees sequentially rather than in parallel
• Each tree can learn from the errors of the previous tree
• Minimizes loss function for each tree using gradient descent

Gradient Boosting
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• Histogram-based Gradient Boosting-
optimization that bins continuous 
variables

• XGBoost (Extreme Gradient Boosting)-
uses regularization and pruning to prevent 
overfitting



• Uses bootstrapped samples of training data to train many base estimators 
(frequently decision trees)

• Every tree has access to all features, unlike random forest
• Base estimators can be changed to other simple models

Bagging



• Statistical method of building linear model
• Use sigmoid function to convert output into probability value

Logistic Regression
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• Uses linear model, such as logistic regression or support vector machine, 
as base model

• Utilizes stochastic gradient descent to optimize model parameters
• Gradient descent computes loss gradient using entire dataset
• SGD computes loss gradient for each individual training example 

SGD Classifier
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• Compares ‘distance’ between data points to determine what class a point 
should belong to

K-Nearest Neighbors
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• Neural network designed for classification

Multi-Layer Perceptron

Input layer
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• For binary 
classification, only 
one output node

• If value > 0.5, 
predict positive

• Otherwise, predict 
negative



• Transformer model for tabular classification
• Transformers: similar to neural networks, with key differences

• Uses self-attention mechanism to connect different input features
• Process input in parallel for efficiency

TabPFN



• Many varied model architectures provided for use and comparison
• Parameter tuning with Optuna
• Job queueing with ClearML
• Storage with Amazon S3 Cloud Storage
• Backend training/evaluation performed on DGX cluster

CLASSify- Machine Learning



CLASSify- Machine Learning
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Feature Effectiveness 
Evaluation
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Scores

Explanatory 
Visualizations

CLASSify- Additional Features



• Train many different models on different combinations of features
• By comparing results, can determine which features improve or worsen 

performance

CLASSify- Feature Evaluation
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• Synthetic data can be helpful if:

CLASSify- Synthetic Data Generation
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CLASSify- SHAP Explainability Scores



CLASSify- Explanatory Visualizations



CLASSify- Explanatory Visualizations



CLASSify- Example Results



• Incorporate new tabular transformer models
o GANDALF, Tabular Transformer...

• HIPAA Compliance
• Interface with REDCap
• Build similar tool for time series data

o Perform forecasting with variety of models

CLASSify- Future Plans



Questions?



• Surgery dataset
• Publicly available, deidentified data collected from Cleveland hospital
• Contains demographic, time, and medical recordings
• Class label indicates whether complications arose during surgery
• Number of records = 14,635
• Class Balance: 75% negative, 25% positive

Example Dataset





















































Apply for Access

https://redcap.uky.edu/redcap/surveys/?s=K7WTCDH37AXLEKNMhttps://caai.ai.uky.edu/

https://redcap.uky.edu/redcap/surveys/?s=K7WTCDH37AXLEKNM
https://caai.ai.uky.edu/
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