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Outline

• What are Generative Adversarial Networks (GANs)? (Brief Recap)

• Clinical Use Case: Diagnosing Takotsubo Syndrome (Brief Recap)

• Introducing the RGAN Package and Exemplar Dataset Generation

• Closing Remarks
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Axiom: As statisticians, we are also 
ethicists.



What are Generative Adversarial 
Networks (GANs)?
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I might not call this AI, but you might. I am very much an AI skeptic. Caveat emptor.
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What are Generative Adversarial Networks?

Generative Adversarial Networks (GANs) were created (or at least published!) 
in 2014 by Ian Goodfellow while he was a student at Université de Montréal (he 
subsequently worked at Google Brain).

The objective of GANs is to create synthetic data that look and behave like 
real/source data.

Originally created for use with image data, GANs have a variety of possible 
architectures that are relevant to and useful for image, video, audio, and 
tabular data.

They can also be used in reinforcement learning or computer vision tasks.
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Diagram credited to Abhishek Verma: 

https://www.linkedin.com/pulse/generative-adversarial-
network-abhishek-verma/

“We train D to maximize the 
probability of assigning the 
correct label to both 
training examples and 
samples from G. We 
simultaneously train G to 
minimize log(1 – D(G(z))).”

Goodfellow et al., 2014
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Why do we care about creating fake data?

Augmenting small 
datasets

Providing new datasets 
for internal 

replication/assessing 
stability of secondary 

models

Imputing missing data*

Creating new cases for 
human evaluators in 
training or external 

validation/generalization

Style transfer (e.g., 
‘create an image of a 
painting in the style

of…’)

The “vanilla” GAN is a comparatively simple architecture, but because GANs are so 
versatile, they can be used in numerous contexts including:



Clinical Use Case: Diagnosing 
Takotsubo Syndrome
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Takotsubo Syndrome

• Takotsubo Syndrome (TTS; a.k.a. ‘broken heart syndrome’) is a 
relatively rare and reversible condition with symptoms that mimic specific 
clinical presentation of left anterior descending acute coronary syndrome 
(LAD-ACS):

• severe pressure and/or pain in chest, 
• shortness of breath, 
• sudden onset fatigue,
• cold sweats,
• lightheadedness.

• Rarely reported prior to the early 2000s.
• Often preceded by great emotional and/or 

physical stress.
• TTS is far more prevalent in women than men.

Sharkey et al., (2018)
Templin et al., (2015).
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Our Original Study

• Our goal was to assess the capability of an 
echocardiogram to provide sufficient 
information for a clinician to diagnose TTS 
compared to ACS in the absence of the 
conventional coronary angiography.

• N = 102 patients (complete cases) 
fulfilling the Mayo Clinic criteria 
(Madhavan & Prasad, 2010) for TTS 
presenting to University of Kentucky 
Healthcare hospitals between 2011 and 
2021.
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Our Original Study

• Echocardiogram used apical 2-chamber 
view to assess anterior and inferior wall 
segments to hinge points.

• Because raw hinge point measurements 
would be affected by patient sex, the ratio
of the measurements was used.

• Ratio of anterior to inferior hinge 
points was hypothesized to generally be:

• Near or greater than 1 in TTS patients
• Less than 1 in ACS patients
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Our Original Study: Model Derivation Cohort Results

• Logistic regression model was fit with 
the following specification:

diagnosis ~ AHP/IHP Ratio * Sex

Sensitivity = Correct TTS Diagnosis
Specificity = Correct ACS Diagnosis

ACS TTS

Female 20 46

Male 30 6
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Synthetic Training Cohort

Because TTS is a) a rare phenomenon, and 
b) a sex-imbalanced diagnosis, we used a 
GAN to create a larger synthetic 
training sample.

The GAN was fit with a batch size of 50 
across 1000 epochs with a Wasserstein 
value/loss function to yield 1020 cases.

The GAN was fit using the RGAN package 
in R (Neunhoeffer, 2022).

Significant differences between datasets 
found only for patient sex  (p = 0.006).

Source Data GAN-Generated 
Data

Female, n (%) 66 (64.7%) 510 (50.0%)
Male, n (%) 36 (35.3%) 510 (50.0%)
Age, M (s) 59.6 (12.7) 58.8 (6.09
Inferior Hinge Point, M (s) 4.71 (1.47) 4.58 (1.95)
Anterior Hinge Point, M (s) 4.02 (0.995) 4.10 (1.28)

AHP/IHP Ratio, M (s) 0.891 (0.184) 0.889 (0.215)
ACS Diagnosis, n (%) 50 (49.0%) 510 (50.0%)
TTS Diagnosis, n (%) 52 (51.0%) 510 (50.0%)
Male TTS Cases, n (%) 6 (5.9%) 23 (2.2%)
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Synthetic Cohort: Concordance with 
Source Training Cohort

We fit a logistic regression model with the 
same specification, but with only the 1020 
synthetic cases.

diagnosis ~ AHP/IHP Ratio * Sex

Agreement with source training cohort was 
assessed as if the source cohort were a novel 
set of cases (i.e., the validation set).

Cutoff = 0.6
Overall Accuracy = 83.33%
Sensitivity = 86.00%
Specificity = 80.77%

Training Set Source Synthetic

Source 
Validation 
Set

Training X

Validation
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Validation Cohort: Results with Synthetic Training Set

Cutpoints
Overall = 0.7

Male = 0.2
Female = 0.9
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Conclusions

• Using a logistic regression trained on GAN-generated data did not yield more 
precise predictions in our validation cohort than from a logistic regression 
trained on our source data.

• This contradicts our previous work using both clinical (Mangino, 2023) and 
educational (Mangino et al., 2021) data.

• Previous research indicates the classifier itself (LR vs RF vs Boosting vs etc.) has 
an appreciable effect on the utility of GAN-generated data (Mangino et al., 2021).

• It is possible that as the GAN creates data that more closely match the source data, 
our secondary model results more closely match those obtained from source data.



Introducing the RGAN Package
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If you would like to follow along or test this method afterward, there are 
several very clean, very clear datasets available on OpenStatsLab: 
https://sites.google.com/view/openstatslab/home.

https://sites.google.com/view/openstatslab/home
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Introducing the RGAN Package

• The R Statistical Software package is a commonly used open-source 
programming language for data analysis and visualization.

• https://www.r-project.org/
• I prefer using the RStudio IDE for improved functionality: 

https://posit.co/download/rstudio-desktop/

• The RGAN Package (Neunhoeffer, 2022) is an addition to R that facilitates a 
simple and intuitive syntax for training GANs.

• https://cran.r-project.org/web/packages/RGAN/index.html
• https://github.com/mneunhoe/RGAN

• RGAN requires the following R packages as dependencies: torch, 
viridis, cli, and devtools.

• Installation can be tricky depending on whether you have torch through your 
Python installation.

https://www.r-project.org/
https://posit.co/download/rstudio-desktop/
https://cran.r-project.org/web/packages/RGAN/index.html
https://github.com/mneunhoe/RGAN
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Introducing the RGAN Package

The basic process of fitting a GAN for tabular data is as follows:
1. Import your dataset, specify relevant variable types (e.g., numeric, factor), and perform 

any data cleaning necessary.

2. Create and fit a transformer to your dataset to standardize all variables, specifying 
categorical and continuous variables as needed.

3. Specify the Generator and Discriminator architectures (# hidden nodes, # hidden layers, 
activation function, loss function, etc.) This step is optional.

4. Fit the GAN to your source data (4a), evaluating periodically (4b).

5. Evaluate your final dataset and secondary models for similarity to source data.

6. Repeat steps 3-5 as necessary.
Basic “toy” example can be found at: 
https://github.com/mneunhoe/RGAN

https://github.com/mneunhoe/RGAN
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Step 1 & 2: Importing Data and Fitting Transformer

All variables are treated as 
numeric.

1)

2)

The RGAN package will only 
work with complete data. No 

missingness!
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Side Note: Working with Categorical Variables

• Numeric variables do not require any special treatment prior to training the 
transformer and the GAN.

• Categorical variables must be one-hot encoded, which is part of the 
transformer process.

• Each category gets its own binary vector (1 = category present and 0 = category 
absent).

Original Categorical 
Variables

Binary-Coded 
Categorical Variables

One-Hot Encoded 
Categorical Variables
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Step 3 & 4: Specifying G & D Networks and Fitting GAN

3) Manually specifying the G and D 
architectures was not done here. The default 
specifications were used within the 
gan_trainer function.

4a)
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP



28

Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

X-Axis = AHP
Y-Axis = IHP
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Step 4: Training & Evaluating GAN

4b)

Beginning of Training End of Training

X-Axis = AHP
Y-Axis = IHP
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Step 5: Evaluating Synthetic Data & Secondary Models

• Extracting synthetic cases and 
back-transforming to original 
metrics

• Assessing statistical properties of 
the synthetic data: Central 
tendency and variability, 
univariate cell counts/proportions
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Step 5: Evaluating Synthetic Data & Secondary Models

Source Data Synthetic Data

• Assess correlations among numeric variables. The topography of the 
associations, not necessarily the raw correlation coefficient.
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Step 5: Evaluating Synthetic Data & Secondary Models

Source Data Synthetic Data

• Assess bivariate cell counts among relevant categorical variables.
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Step 5: Evaluating Synthetic Data & Secondary Models

• Fit logistic regression model on synthetic data and obtain predictions 
for source data. Plot results.
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Step 5: Evaluating Synthetic Data & Secondary Models

In evaluating secondary models fit to synthetic data, it is important to 
obtain:
• Model fit statistics (R-squared, AIC, BIC, log-likelihood)
• Coefficients/parameter estimates
• Standard errors & confidence intervals
• Fitted and residual values
• Any other model-specific evidence for evaluating fit and assessing 

assumptions of the model
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Step 5: Evaluating Synthetic Data & Secondary Models

• We have already discussed the model results from our source and 
synthetic data (see Slides 12 and 15), so I won’t repeat that here.

• Overall conclusion: The synthetic data might look similar to the 
source data, but with enough discrepancies that synthetic cases could be 
identified by even a non-clinician.

• Next Steps: Modify the GAN hyperparameters. Try different batch 
sizes, learning rates, number of epochs, loss function, optimizers, 
and/or G & D network architectures.
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What can we say about the quality of this synthetic dataset?

• The measures of central tendency and variability are similar, but with 
some impossible values (e.g., negative IHP measurement).

• Bivariate scatterplots for numeric variables are similar, but some 
relationships are too close to a 1:1 correspondence (e.g., age x AHP/IHP 
ratio).

• Crosstables have some key discrepancies in proportions (e.g., 57% 
female TTS patients in synthetic data vs 45% in source data).

• Verdict: The GAN needs more tuning before synthetic data can be 
used.



Closing Remarks
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Axiom: As statisticians, we are also 
ethicists.
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Conclusions

Synthetic data are only as good as our source data.

• If your dataset is small and non-comprehensive, your GAN might not 
effectively learn the dataset.

• Your synthetic data might not faithfully represent your source data.

Good generated data do not automatically beget better 
clinical decision-making.

• Even with a well-tuned generative model, your synthetic cases may or 
may not be believable.

• Your synthetic data may have impossible values, but still get good 
answers from your secondary analysis models and/or predictions.
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Future Directions

• More fully examine synthetic datasets to determine optimal GAN 
hyperparameters.

• Assess whether these results hold in small, complete datasets or if we can 
obtain a similar level of precision in other, more complex datasets.

• Determine whether second-order bias is introduced in synthetic data, 
whether through mechanisms like imputation or through the very process of 
generating synthetic data.

• Devise consistent methods for quantifying the synchrony between source 
and synthetic data. Identifying interpretable metrics for generative models.
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Thank you!

Any questions?
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